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Overlay Network and Underlying Network Topology

FHgec Oesilys OFcivs Be 23
% %% 0 MUST-97-F 4 -04_

HFHAH 97 £ 3 1 1 px 97 £ 9 ¢ 30 p

SHIEL

-l

[\

fak-

o

oy

>~

pauy]
Mo
s

X

i
%

Fed2 N L SRR

PEHE T

Wt
"
3

97 ¥:2 9 3 30 2



RF 4

WER P HRERS IS - BT ORRER LRBY Y AN
L% oo@m ¥ P\?ﬁ’s* PR.F F S gFS > Bldeil G ¢ L ORIRES L BEL
PETZ o pt b 5 F H A& blde Skype IR e R o
gtk 0t ﬁé?&%%—iL AL L& L F]5 b Fppid - B3iE
WP nFEERER > TR {@ﬂ%Wk%%ﬁzﬁwwﬁ’ég%f
BAE oo SR AR R T o l’E AR FRRIpE IR CGRY 0 6 B
AORRATF D E AR o RA BRGSO pR B kLR E BT
FEAE o A JIF gl T ke L o APRIRED Y - By oo JIF R
HE g B i%ﬁzi%ik»fg%f#m"]—r BRI aE A < - o S m@ =
ékﬁ&?mﬁ%ﬁ‘ﬁﬂ°5”’ﬂﬂkﬁ = B E ] R R

; T’f | # A2hd) bwi&ﬂifﬁ"% 2 RO E A Ry b T M&J\‘F

BMAET ¢ BRSO  REIEH - RUERE L TR



Ho R

In recent years, Peer-to-Peer overlay network is a popular medium especially for
documents or files sharing and have many features including no central server
and peers are equal. But there exists a mis-match problem between peer-to-peer
overlay network and physical network topology. Because when the files are
transmitted between peers that are closed in peer-to-peer overlay network, the
physical network location of the peers are not closed. This results inefficient
transmission or routing between peers in the peer-to-peer overlay network. On
the other hand, the situation will have serious delay in real-time service, for
example streaming service. Therefore, our work proposes a mechanism based on
physical network hop information and situation that is different from traditional
approach that using network delay information as the information to construct
the peer-to-peer overlay network and adjust the arrangement of peer-to-peer
overlay network dynamically. On the other hand, we also design a middleware
implementation of intelligent home network environment to make our proposed
mechanism in practical. By using peer-to-peer overlay network, we also solve
the heterogeneous network topology in intelligent home network environment
design.

Keyword : peer-to-peer overlay network, network topology, home network,
UPnP
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1. INTRODUCTION

In recent year peer-to-peer overlay network have been became a popular application model to
provide several applications including file-sharing, load balance etc.. Peer-to-peer overlay
network is a distributed and virtual architecture without considering underlying network
topology. Gnutella, Freenet, Naspter, CAN, Chord, Pastry, Tapestry are the famous
peer-to-peer overlay network architecture to realize these usage. Because the hosts in the
peer-to-peer overlay network are connected in a virtual way, the data transferring do not
consider the efficient usage of underlying network topology. When a host transmits a data to
another host, the transmission path will be according to overlay network topology. Therefore,
the nearby host in peer-to-peer overlay network might have long distance in the underlying
network so that the efficiency of transferring might be in worse situation. This problem is
called mismatch problem in peer-to-peer overlay network. Now we can consider the overlay
network and underlying network topology relationship in Figure 1. When host A transfer a
data piece to host B according to the overlay network topology in Figure 1. The actual data
transferring path is A>C->D->B according to the underlying network in Figure 1. The actual
transmission path is not reflected with the better topology in overlay network. We can
consider another scenario according to the Figure 1. When host A send a data piece to host D,
the data will be transferred from host A to host D via host B. But the actual transmission path
will be A>C->D->B->D, the path between host B and host D are visited twice and cause the
redundant messages to degrade the network performance and overall throughput.

A B

C D
(a) Overlay Network Topology

O O O @)
A C D B

(b) Underlying Network Topology
Figure 1 : Overlay Network and Underlying Network Topology

Therefore, in this research we focus on the investigation of the mismatch problem and
consider the solution to resolve. On the other hand, we also apply this result to establish an
intelligent home network environment over peer-to-peer overlay network.

2. RELATED WORK

In this section, we will investigation the literatures related with the peer-to-peer overlay
network and mismatch problem in overlay network.

In general, peer-to-peer overlay network can be divided into two basic categories including
unstructured peer-to-peer overlay network and structured peer-to-peer overlay network. The
famous unstructured peer-to-peer overlay network includes Gnutella[6], FreeNet[7],



Fasttrack/KazZaA[9], BitTorrent[10] etc.. The hosts in these overlay network are connected in
a random and distributed way. In order to query the data pieces in overlay network, these
overlay network use flooding, random walks or expanding-rich TTL approaches to query data
pieces. Figure 2 and Figure 3 shows the search example with respect to Gnutella[6] and
Freenet[7]. The query message is sent to other peers to search the needed data pieces and the
query message is also forwarded by these intermediate hosts to enhance the query scope. But
the problem that message will be sent and reply in a long period will be produced. Therefore,
another architecture Fasttrack/KaZaA[10] is proposed to enhance the query performance. In
this architecture, a super node is proposed to index the data pieces and the nodes hold the data
pieces belong to the super node. The hosts in overlay network are organized as the hierarchy
architecture. Figure 4 shows the example of Fasttrack[8].
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Gnutella utilizes a decentralized architecture document location and retrieval.

Figure 2 : An Example of Query Message in Gnutella[6]
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Figure 3 : An Example of Query Message in Freenet[7]
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FastTrack peers connect to Superpeers whereby the search is routed through the
Superpeers and downloads are done from the peer peers.

Figure 4 : An Example of Fasttrack[8]

Another kind of peer-to-peer overlay network is structured peer-to-peer overlay network. The
famous are CAN[1], Chord[2], Pastry[3] and Tapestry[4]. These architectures are based on
Distributed Hash Table(DHT) mechanism to allocate the hosts in the overlay network. DHT
assign key to the data and compute a value for the key. The (key, value) pair is used for
retrieving and locating the data item on a peer. CAN|[1] is the first architecture of peer-to-peer
overlay network. The hosts are located in a geographic way. The overall hosts’ spaces are
divided into d-dimension Cartesian coordinated spaces. Each host in overlay network belongs
to on a distinct zone in the overlay network. Figure 5 shows the example of the CAN[1].
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Figure 5 : An Example of CAN[1]

Chord[2] is another famous structured peer-to-peer overlay network. Chord[2] organizes the
hosts in a ring structure. Each host maintains a finger table as the routing table and the routing
path will be according to the finger table. The query message will be transmitted in a
clockwise way until the data piece is found or not. Figure 6 shows the example of the
Chord[2].
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Figure 6 : An Example of Chord[2]

The above peer-to-peer overlay networks all have mismatch problem because they do not
consider the underlying network topology in constructing the overlay network. Liu et al.
propose several solutions to resolve the mismatch problem for unstructured pee-to-peer
overlay network. In 2004, Liu et al.[12] propose a location-ware topology matching(LTM)
technique to solve mismatch problem in unstructured peer-to-peer overlay network. In LTM
host does not require global topology of peer-to-peer overlay network to optimize the overlay
network structure. LTM issue a detector to detect the delay information in a constrained
range(hops) and hosts collect these information to estimate the optimized overlay network
structure. At the same time, Liu et al.[13] also propose another mechanism Adaptive
Connection Establishment(ACE) algorithm to resolve the mismatch problem. Hosts collect
the delay information by send the probing message and then calculate the minimum spanning
tree as the optimized overlay structure according to the collecting delay information. Based on
the optimized overlay structure, the host will probe other hosts to find the other closed host
and try to establish overlay connection with the better host. Another mechanism scalable
bipartite overlay scheme(SBO) is proposed by Liu et al.[31] to resolve the mismatch problem
and that is similar with the ACE algorithm. But SBO divide the hosts into two types, one is
responsible for collecting delay information and the other is responsible for calculate the
optimized overlay structure. Therefore, overall performance of algorithm of finding optimized
overlay network is improved.

Xin Yan Zhang et al.[22] propsoe mOverlay to resolve mismatch problem also. They take the
locality of the hosts, i.e. distance, into account to construct the overlay network by using
dynamic landmark. They introduce the group concept that hosts in group have same distance
with group’s neighbors. The group’s neighbors are the dynamic landmark node to find the
minimum distance.

Tongging Qiu et al.[23] propose a generic approach to construct the topology-aware overlay
network and they also use landmark as the basic scheme. By using the information from the
landmark, the two hosts will be swapped to have better performance in overlay network. The
decision for swapping is based on the calculation of delay information before swapping and
after swapping. If the performance before swapping is better than after swapping, the two
hosts will not swap to exchange hosts’ information. Otherwise, they swapped to have better
overlay network topology.

Guangtao Xue et al.[24] propose a two hierarchy architecture to construct overlay network
topology to resolve mismatch problem. The hosts in lower hierarchy are closest hosts. If the



closed host can not be found in the lower hierarchy, they will search for high layer hierarchy
to find the closed hosts. Based on the two hierarchy architecture, the locality of the hosts in
overlay network can be realized to solve the mismatch problem.

Guogiang Zhang et al.[25] propose a simple approach to solve mismatch problem by
collecting global information from BGP table in Internet. The global information reveals the
global information with respect to the hosts in the owverlay network. Therefore, the
topology-aware topology can be constructed in a simple way.

Zhichen Xu et al.[15] combine landmark clustering and RTT measurement have accuracy
information to construct topology-aware overlay network topology. Kai Shen et al.[27] use
landmark hierarchy information as the basis to construct self-organized DHT protocol to have
better structured peer-to-peer overlay network topology. Sylvia Rantnasamy et al.[28] use
landmark information to calculate the network latency and they present binning scheme to
divide the hosts into different clusters based the landmark information. Therefore, the hosts in
the same cluster will have short distance and the better overlay structure is established. Shansi
Ren et al.[16] use the TTL-k flooding and RTT measurement to have the latency information
within k hops. Based on the information, they will adaptive estimate the overlay network
topology to solve mismatch problem. Demetrios Zeinalipour-Yazti et al.[30] propsoe domain
name server ordering scheme to solve mismatch problem by helping with domain name server.
The hosts have same domain name server ordering will be closed with respect to the
underlying network topology.

The basic solution of the above literatures is to gather the topology status of the hosts in
overlay network and then produces the optimized topology. The topology status is defined as
the delay information between hosts. But in our opinion, the delay information just reveals the
performance of the association path between hosts in overlay network and can not represent
the actual topology of the overlay network. Therefore, our proposed method does not consider
the delay information only and we also take the underlying network hop information into
account.

3. PROPOSED METHOD

3.1. PROBLEM ILLUSTRATION

In previous work, most researchers use network latency or network delay as the measurement
for host distance. In our work, we introduce hop-based solution as another viewpoint that is
different from previous works. Network latency is calculated alone with a path from one host
to another host, therefore, there exist some edges will be calculated more than ones so that
this situation could be improved. In addition, the network latency is calculated more than ones,
therefore, there exist redundant message transmission over the transmission path. We illustrate
an example in Figure 7. There exist a overlay network include host A, host B and host C. Host
B is the neighbor of host A and host C is the neighbor of host B. Host A resides on network
node 1, host B resides on network node 4 and host C resides on network node 5. network node
2 and 3 might be router or gateway. We suppose host A send a message to host C via host B
according to the overlay network in Figure 7. The message will be sent from network node
1-> network node 2-> network node 3-> network node 4-> network node 3 - network node
5. Therefore, we can find the revisit edges between network node 3 and network node 4. This
might cause erroneous judgement of optimized topology.
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Figure 7 : An Example of Revisit Path

3.2. OVERLAY TOPOLOGY IMPROVEMENT SCHEME
3.2.1. NETWORK HOP TRACER MECHANISM

Based on our observation, we introduce network hop-based counting and detect the revisit
edges along the query path to make the overlay network topology-aware. In practical, we can
use network diagnose tool, traceroute or tracert, to explore the network path. These tools can
trace the network address from source host to destination host so that the network hop can be
recognized. Figure 8 is an example of that using traceroute tool from Minghsin University to
Yahoo homepage.
} EIE

I mebmuiintelak -

Figure 8 : traceroute tool Example from Minghsin University to Yahoo

Because query message is delivered from source host to destination host via some
intermediate hosts, therefore, in order to obtain network hop information we design a
tracerHop-K algorithm that is extended from the mechanism of traceroute or tracert tool to
explore network hops between two hosts. Message delivery path is based on peer-to-peer
overlay network topology, so the virtual delivery path is according to peer’s connectivity in
peer-to-peer overlay network. Each intermediate host on the path will execute tracerHop-K to
get the network hop information to next host and then reply the network information to source
host alone the message delivery path. For example, host A will have network hop information
1->2->3->4, and host b will have 4->3->5 and reply to host A. Figure 9 is an example of
network hop information gathering process and Figure 10 is the illustration of the

tracerHop-K algorithm.
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Figure 9 : Network Hop Tracer Example

INPUT : ADDRgest, K

OUTPUT : INFOhp

IF ADDR!= ADDRgest AND K > 0
HOSText € FIND(TABLEosy)
INFOnop € traceroute(HOST nex)
K&¢K-1

IFK>0
SEND(HOST ext)

Figure 10 : tracerHop-K Algorithm

3.2.2. HOPK-BASED OPTIMIZATION SCHEME

In order to have topology-aware peer-o-peer overlay network, the host connection relationship
that forming the peer-to-peer overlay network need to take underlying network information
into account. Because peer-to-peer overlay network is a distributed architecture, each host is
self-organized and self-managed so that having global underlying network information in
peer-to-peer overlay network is a difficult process. Therefore, in our research we also use the
similar concept that using local information to estimate global optimized topology. Each host
will send a tracerHop-K message to have local network hop information within K host away
from source host in peer-to-peer overlay network. After gathering the network hop
information within the range of overlay network hop K, the host will construct an argument
network topology which are connecting with peer-to-peer overlay network host and
underlying network routers. Figure 11 is the example of argument network topology with 2
hops. The host with wathet blue color is the host that constructing the argument network
topology for topology improvement. The host with red color is 1 hop from the wathet blue
host and the host navy blue color is 2 hop from the wathet blue host. The black nodes are the
router between adjacent hosts in peer-to-peer overlay network.



Figure 11 : Argument Network Topology Example

When the host constructs the argument network topology, the host will detect the repeat edges
or cycle edges in the argument network topology and add the final host in the path to the
host’s neighbor. Figure 12 is the algorithm of the HopK-Based optimization scheme. The
algorithm will be executed in each host of peer-to-peer overlay network periodically.

In general, the overall network is a summation of transmission delay, queuing delay,
propagation delay and processing delay. Equation (1) is the formula that describes the overall
network delay of peer-to-peer overlay network.

Dnetwork = Z;Z,m Dhost = Zzz,m Dt + Dq + Dp + Dpro (1)

Drework 1S the overall network delay of peer-to-peer overlay network. Dyest IS the network
delay with respect to host of peer-to-peer overlay network. Dy is the transmission delay, Dy is
the queuing delay, D, is the propagation delay and Dy, is the processing delay. Because our
method is to reduce the revisit edges when transmitting messages over peer-to-peer overlay
network, the number of pass through router and the redundant messages are decreased. So the
transmission delay, queuing delay, propagation delay and processing delay are decreased.
Therefore, we can derive the result after using HopK-Based Optimization Scheme is better
than before using HopK-Based Optimization Scheme simply.



function detect(PATH,->p)
begin
for each HOST; in PATH,.>p
if HOST;<>HOST, and HOST;<>HOST,
if predecessor(HOST;) == successor(HOST;)
return true
else
return false
end
function Topology_Optimization
begin
for each INFOpop in Argument_Topology T
for each HOST; in INFOngp
if detect(PATHHosT->HosT,)

add HOST; as HOST’s neighbor
break
end

Figure 12 : HopK-Based Optimization Scheme

4. PRACTICAL APPLICATION DEMONSTRATION

In previous sections, we have illustrated the scheme to resolve topology mismatch in
peer-to-peer overlay network to improve the overall performance. In order to make the
mechanism practical, we design an intelligent home environment in the following sub
sections based on our propose scheme and UPnP protocol[17].

4.1 APPLICATION MOTIVATION

Because of the population of network usage, traditional home network have move on digital
era. Home devices in the traditional home network are operating individually and can not
communicate with other devices. Through network connection home devices will be
connected with each other and work cooperatively. In order to provide seamless connection
within home network, UPnP[17] is the most popular technology to realize the home network
operations. The most important operation of UPnP technology is device/service discovery.
Through device/service discovery, home devices can be aware which devices or services are
available to use. However the device/service discovery mechanism is using broadcast
messages. There are two major problems arising from the broadcast message. First, each
device will send broadcast message to others, so that the network performance will be
decreased. Second, because of broadcast message is sent over reserved broadcast IP address,
therefore, broadcast message will not be sent across to other network segment. Otherwise, the
router or gateway needs to be modified to support broadcasting across to other segments. So
the heterogeneous environment will decrease the usage of home network.

Therefore, in order to resolve the above problem, we need to reduce the number of broadcast
message and generic transportation architecture to support multi-segment network
architecture and seamless connection between different network architecture. Fortunately,
with the development of peer-to-peer overlay network architecture, multi-segment issue and
seamless connection can be resolved easily without changing existing network design. In
peer-to-peer network, messages can be relayed by intermediate peers and do not consider



underlying network segment. Therefore, we take the advantage of the peer-to-peer overlay
network architecture, we propose an implementation for UPnP operations over peer-to-peer
overlay network. Through the implementation, the number of broadcast message will be
reduced and message can be delivered without affecting by the mixed underlying network
architecture.

On the other hand, when home user use their own mobile device, for example, PDA or mobile
phone, to control home appliances within home network and move outside home network,
home user will not control home device directly. Although we can deploy a home gateway to
solve such kind of scenario, this will increase more complicate configuration and cost.
Therefore, our work proposed in this research can meet the demand of flexible home usage
also.

Besides the seamless integration of different network, to manipulate service easily is also a
basic demand for home users and intelligent usage of home service is also an important
feature to realize a smart home environment. In this paper, we also propose a service
collaboration framework based on service planning to provide an easy use home environment
for home users.

4.2. UPNP OPERATION OVER P2P
In this section, we reveal the design of the UPnP message transmission over peer-to-peer
overlay network. The following sub-sections describe P2P-based UPnP device/service
discovery and advertisement, UPnP service description acquiring, UPnP service control and
event.

4.2.1. GENERIC MESSAGE MIDDLEWARE

When UPnP device join the home network, the UPnP device perform the join operation of
peer-to-peer overlay network and establish the neighbor list of the UPnP devices. And then
UPnP message could be sent over peer-to-peer overlay network. Originally, the UPnP
message delivery will be sent via network interface directly. The solution of our propose
method is to deliver UPnP message via peer-to-peer overlay network which do not need to
consider the underlying network architecture. Figure 13 show the message flow over
peer-to-peer network. When UPnP device send an UPnP message, the message will be
transferred to peer-to-peer middleware which look up the address of destination device. If the
middleware could not decide the destination address, the message will be sent to proper
intermediate device to look up destination device via peer-to-peer routing mechanism and
network transmission layer in advance. Therefore, the next device or destination device will
be decided by the peer-to-peer middleware.

In order to avoid duplicate message received by nodes, each received message will be
recorded in a receiving pool as a record by hash function. When message is received, the
device calculates the hash value of the message and checks the hash value with receiving pool.
If hash value is in the pool, the message will be dropped. Otherwise, the message will be
processed. Figure 14 shows the overall processing flow chart with respect service
discovery/advertisement, service description acquiring and service control.

10
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Figure 13 : Generic Message Middleware with P2P overlay network
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Figure 14 : Overall processing flowchart of UPnP message

4.2.2. SERVICE DISCOVERY AND ADVERTISEMENT

11

Device/service discovery and advertisement are the most important operation in UPnP. When
UPnNP device join or leave the home network, discovery and advertisement message is used to
guarantee the availability of the devices. The discovery and advertisement mechanism
comprise two kind of message including MSEARCH and NOTIFY.

If the device wants to know other devices, MSEARCH message will be sent. When
MSEARCH message is sent, the message will be relayed to every node of the peer-to-peer




overlay network. When a node receives the MSEARCH message, the node responses a reply
message to the original node with its device identifier. Figure 15 shows the MSEARCH
message over peer-to-peer network. Bold line is the MSEARCH message and dash line is the
response message with respect to the MSEARCH message. From the figure, we can observe
that intermediate node might receive several duplicate messages. As we described in previous
section, first comes message will be processed and later duplicate message will be dropped. In
addition, in order to avoid too many response messages on the same path, intermediate node
will collect all response messages and package into one response message to the original
sending node.

MSEARCH

MSEARC

Source g
node A'/ MSEARCH -
—_— Te-=a
Q- ——--

» \
Y

\ &
~
~
~

MSEAR&\

Figure 15 : MSEARCH message over P2P network

When UPnP device notify the awareness of the device actively, the NOTIFY message will be
sent. When NOTIFY message is sent, the peer-to-peer middleware perform the join action to
participate the device into peer-to-peer overlay network and intermediate node will relay
NOTIFY message to its neighbors. Figure 16 shows the NOTIFY message over peer-to-peer
network.

NOTIFY

NOTIF OTIFY
Source
node NOTIFY

NOTII;R‘

Figure 16 : NOTIFY message over P2P network

NOTIFY

4.2.3. SERVICE DESCRIPTION ACQUIRING AND CONTROL
When peer has device identifier and related information, the peer can issue service acquiring
message to get the service description over peer-to-peer overlay network. And then acquired
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node will reply the service description to the acquiring peer. The acquiring node will cache
the service description in the available service pool for future usage. On the other hand,
Service description acquiring is an end-to-end action, but devices are located in different
network segment. Therefore, service description acquiring is still transmitted alone with
peer-to-peer overlay topology. Figure 17 shows the service acquiring message over
peer-to-peer network. Service control action is similar with service description acquiring
operation which is an end-to-end action also. Therefore, when a node receives the service
control command, the node will work according to the received service control command.
Figure 18 shows the service control message over peer-to-peer network.

Figure 17 : Service acquiring message over P2P network

Control msg. ===

Control msg.
—

Figure 18 : Control message over P2P network

4.3. SMART HOME NETWORK ARCHITECTURE
In this section, we propose the design of the system architecture. First we will reveal the
design of the protocol stack to realize the UPnP message over peer-to-peer network. And then
the system software architecture which comprises several computing blocks or procedures
will be showed.

4.3.1. PROTOCOL STACK
In order to make less modification on existing protocol stack, we insert an add-on peer-to-peer
network middleware between UPnP middleware implementation and underlying TCP/IP
protocol stack. The overall protocol stack is showed in Figure 19. The overall protocol stack
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comprising four portions including user/vendor customization part, UPnP middleware,
peer-to-peer network middleware and underlying TCP/IP stack.

User/vendor customization : Application developer can design their application with respect
their scenario , idea or, usage. And they do not concern the detail of the underlying complex
middleware or stack.

UPnP middleware : This is the traditional part of UPnP implementation including all
functionalities of UPnP operations and messages.

Peer-to-peer network middleware : This portion is the basic transmission platform. This
middleware will perform node joining, node leaving and topology maintenance. In addition,
the peer-to-peer middleware will transmit the UPnP messages to destination node or route the
message intermediate node also.

TCP/IP protocol stack : This is the actual network transmission layer. The destination node
will be resolved by the peer-to-peer middleware and pass the destination node to the TCP/IP
layer to perform actual packet transportation.

User/ Vendor

UPnP-enable Device Implementation end
customization

SOAP
(Control) = HTT

SSDP  GENA

HTTPMU
(Discovery)

UPNnP middleware
implementation

Peer-to-peer
network middleware

Native TCP/IP
protocol stack

Figure 19 : Protocol stack illustration

4.3.2. SOFTWARE ARCHITECTURE

The protocol stack in previous section reveals the protocol architecture for realizing the home
network scenario. In this section, we describe the software architecture for UPnP operations
over peer-to-peer network. All messages are received and sent by the underlying network
interface. The received packet will passed to message processor which perform message
parsing and check whether the message is duplicate or not. Then the message will be passed
to peer-to-peer lookup middleware to decide the packet will be relayed or be processing by
the UPnP command dispatcher. The UPnP message dispatcher performs the major processing
of the UPnP command and responsible for the corresponding actions. If the command is
service advertisement, service discovery and service acquiring, the resolving result will be
stored in the service pool. In addition, peer-to-peer lookup middleware will be responsible for
peer-to-peer topology management, and peer join/leave processing. Figure 20 shows the
proposed software architecture.
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Figure 20 : The middleware software architecture

4.4. SERVICE COLLABORATION FRAMEWORK
In previous section, we have proposed the design of smart home environment based on
peer-to-peer overlay network to seamless connecting home appliances in a feasible way. But
in order to share and manipulate home service in a flexible approach, we propose a service
collaboration framework in this section. Our proposed mechanism is based on service
planning to have a collaboration diagram for home service so that the collaboration
framework will reduce user effort. The general principle to achieve collaboration between
different services on different home appliances is outlined as following.
Service preference : In order to describe different service capability or constrain, to have a
easy understanding preference for service is very important. Fortunately, UPnP protocol
described in previous section have defined service description based on XML language. The
service preference can be described in common and easily.
Service workflow determination : Service is a basic unit for specified task in home
environment. Home user will not understand each atomic service very well. And home user
manipulates home service that comprises several services involving usually. Therefore to
define a workflow that integrates each service is the tool for home users.
Service composition : After defining service workflow, different services can be composed
from different home appliances as an atomic-like service so that user effort will be reduced
and manipulate service in a more flexible way. The stage is to collect all of the available
services and merge into service collaboration diagram.
Service execution : When service composition based on the service workflow, the composed
service will be executed. And according to different service state in the service workflow,
some of atomic service can be executed in parallel. Therefore, the service execution
performance can be improved compared with traditional service manipulation which uses
each service in step by step way. The service execution chain is called service execution flow.

4.4.1. SERVICE PLANNING
In order to make several services working cooperatively, we need to define a workflow is
achieved by which services. At first we provide a service planning interface to home user to
define service workflow. In the tool, home users just pick service component from the toolbar
to link these picked service as an overall service flow. For example, we can consider the
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following scenario. A home user wants to watch a TV show on its PDA and wants to record
the show in a storage place in home. Figure 21 shows the workflow of the above scenario and
each circle represents a service task. The workflow will be called service planning in this
paper. Service planning is high-level process to describe the service component which might
be an atomic service or comprising sub-service components.

Play
on

@ —

Figure 21 : Service Planning Example

4.4.2. SERVICE COMPOSITION MECHANISM

When the service planning is defined, the planning is complied as a service composition
diagram. The compile process will recognize the planning into several detail service
components and schedule different execution flow to produce different service diagrams that
might have synchronous or asynchronous execution path. The service composition
mechanism is a recursive process. Each service component from the service planning will be
divided into more detail service component that might be atomic service or another service
planning. Figure 27 illustrates the result of service diagram extraction process in a hierarchy
architecture. The synchronous or asynchronous execution path is produced according to the
following definition.

Definition 1 : Sequencing Flow - When the service A is followed service B, service B has a
directed flow to service A. ThatisA — B.

Definition 2 : Concurrent Flow - When service A and service B are independent, service
diagram will split two concurrent flows to perform service Aand B. Thatis ANB = 4.

Figure 22~Figure 26 shows several service diagrams of the example that is described in
previous sub-section. Service diagram | in Figure 22 means a video stream, called TV show in
previous section, is the input for playing on the PDA and storing in home storage. Before
playing on PDA, the video stream needs to be transferred to another format to play on PDA.
On the other hand, video stream can be stored in home storage without transcoding. Service
diagram Il in Figure 23 means a video stream is the input for playing on the PDA and storing
in home storage. Before storing in the home storage, the video stream needs to be transferred
to another format. On the other hand, video stream can be played on PDA directly. Service
diagram Il in Figure 24 means video stream needs to be transferred to another format first
and the format is suitable for both PDA and home storage. Service diagram IV in Figure 25
means the video stream needs to be transferred to another two formats to play on PDA and
store in home storage. Because of the PDA and home storage require different video format.
Service diagram V in Figure 26 means the video stream does not need to be transferred to
another format and can be played on PDA and stored in home storage directly.

After service planning is divided as different service diagram representation, the home
appliances will send the service query or discovery message to invoke service from other
home appliances. After all atomic services are ready to execute, the overall service is prepared
to be executed in next step.
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Figure 27 : Service Planning Example

4.4.3. SERVICE EXECUTION

After service composition mechanism by the service component extraction process, the
service execution phase will compose the actual execution object for each service diagram.
First, the service execution phase will send a service acquiring message to peer-to-peer based
home environment to have all home appliances’ status that will provide the service. After
gathering all possible supported home appliances, the service execution phase will compute
all possible service execution flow and compute the cost for each service execution flow. For
example, if two service S1 and S2 can satisfy user’s requirement, and home appliance A and
B support service S1 and home appliance C and D provide service S2, the possible service
execution flow will have four choices, that is (A, C), (A, D), (B, C) and (B, D). The service
execution phase will select the minimum processing time of service execution flows. The
service processing time is defined as the sum of the home appliances processing time and
network processing time. The home appliances processing time will also be influenced by
different home appliances’ capabilities including the remained CPU time to process the
service, the specified service processing time etc.. The network processing time includes all
network delay, network unit processing time etc.. We will select the minimum cost from these
service execution flows as the actual service execution flow. Equation (2) is the formula to
compute processing cost with respect to each service execution flow.
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Cost =a) P +{l-a)> 'L, )

a is an estimated factor to represent the importance of the home appliance processing time
and 0<a <1. 1-a shows the importance factor of the network transmission. Pi is the
home appliance processing time of device i and Lj is the network transmission time for edge |
between two consequence execution devices. The network transmission time comprise the
network delay, propagation delay and queuing delay.

4.4.4. IMPLEMENTATION

In previous sections, we have illustrated the major steps for collaborating services in home
network. In order to build the service collaboration framework to process the results of each
stages of service collaboration mechanism, we define several description languages to
represent the results. All of designed description language is based on XML technology which
is the famous and popular tool to design new description language in a flexible way. On the
other hand, because the atomic service description and device description of UPnP-based
home environment are also XML-based. Therefore, using XML technology as the core of the
description language is the trivial method to implement the service collaboration framework.
The complete set of description language in the service collaboration framework is showed in
Figure 28. In service planning phase, Service Planning Description Language(SPDL) is used
to produce Service Planning Description Document(SPDD) to illustrate the service planning.
Figure 29 shows an example of Service Planning Description Document(SPDD) using
Service Planning  Description Language(SPDL). Service Diagram  Description
Language(SDDL) is used to produce Service Diagram Description Document(SDDD) to
illustrate the service planning that can be performed by the different composition. Figure 30
shows an example of Service Diagram Description Document(SDDD) using Service Diagram
Description Language(SDDL). Service Execution Description language(SEDL) is used to
produce the Service Execution Description Document(SEDD) to illustrate the actual
execution objects. Figure 31 shows an example of Service Execution Description
Document(SEDD) using Service Execution Description language(SEDL).
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Figure 28 : Description Language Set of Service Collaboration Framework

<Service_Planning name=".....”>
<Service_Component>
<Component_ID>...</Conponent_ID>
<Component_Name>...</Component_Name>
<Parent_Component>... </Parent_Component>
</Service_Component>
..Other Service Component......

</Service_Planning>

Figure 29 : An Example of Service Planning Description Document
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<Service_Diagram name=".....">
<Service_Planning_Name>...</Serivce_Planning_Name>
<Service_List>
<Sequence_Number>...</Sequence_Number>
<Atomic_Service Name="...">
<Ancestor_Service>...</Ancestor_Service>
<Service_Action Name="...">
<Service_Parameter>
<Paramter_Name>...</Parameter__Name>

<Paramter_Value>...</Parameter__Value>
<Service_Parameter>

....other service parameter.....
</Service_Action>
...other service action...
</Atomic_Service>
...other atomic service......
</Service_List>
...Other Service List......

</Service_Diagram>

Figure 30 : An Example of Service Execution Description Document

<Service_Execution Name="“.....">
<Execution_Flow Name="...” Sequence="...">
<Atomic_Service Name="...">
<Ancestor_Service>...</Ancestor_Service>
<Device_URL>...<Device_URL>
<Service_Action Name="...” URL="...">

<Service_Parameter>
<Paramter_Name>...</Parameter__Name>

<Paramter_Value>...</Parameter__Value>
<Service_Parameter>

....other service parameter.....
</Service_Action>
...other service action...
</Atomic_Service>
...other atomic service....
</Execution Flow>
...other service execution flow......

</Service_Execution>

Figure 31 : An Example of Service Diagram Description Document
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5. CONCLUSION

In this research, we introduce using network hop information as the estimation factor to
resolve mismatch problem between peer-to-peer overlay network and underlying network.
From the transmission path analysis, we can discover the propose approach that can improve
the peer-to-peer overlay network topology according to the network hop information between
each virtual connection hosts. In order to make the method practically, we also propose a
middleware implementation for home network to extend the UPnP operations which is
originally restricted by broadcast message based on our proposed method. Based on the
designed middleware using peer-to-peer overlay network, the home network message can be
transmitted cross different network segment and do not need to modify the underlying
network equipments. And based on the message transmission over peer-to-peer network, the
number of broadcast message can be reduced and make the network usage efficient. On the
other hand, in order to provide a smart home service environment, we also propose a service
collaboration framework which is based on XML technology. Because our proposed
middleware is based on peer-to-peer overlay network, there exists security issue including
DoS attack between these peers. Therefore, a better security mechanism will be the most
important task in the future. On the other hand, service planning in the service collaboration
framework is generated by home users. In order to provide an automatic environment, service
semantic composition is also a future research direction.
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Abstract

With the population of network usage, it is possible
to connect home appliances with each other. The basic
demand is to connect home appliances easily with less
user intervening. UPnP is the most popular
technology for realizing digital home. UPnP provide
service and device discovery by sending broadcast
message periodically. Therefore, this causes efficiency
problem arising from many broadcast messages. In
addition, home network is an emergence environment
which might comprise several network architecture

including ethernet, wireless network, or power-line etc..

Therefore, traditional broadcast will not work well in
the complex network architecture. In order to solve the
above problems, we propose a middleware
implementation to realize UPnP operations over peer-
to-peer overlay network.

1. Introduction

Because of the population of network usage,
traditional home network have move on digital era.
Home devices in the traditional home network are
operating individually and do not have communication
with other devices. Through network connection home
devices will be connected with each other and work
cooperatively. In order to provide seamless connection
within home network, UPnP is the most popular
technology to realize the home network operations.
The most important operation of UPnP technology is
device/service discovery. Through device/service
discovery, home devices can be aware which devices
or services are available to use. However the
device/service discovery mechanism is using broadcast
messages. There are two major problems arising from
the broadcast message. First, each device will send
broadcast message to others, so that the network
performance will be poor. Second, because of
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broadcast message is sent over reserved broadcast IP
address, therefore, broadcast message will not be sent
across to other network segment. Otherwise, the router
or gateway needs to be modified to support
broadcasting across to other segments.

Therefore, in order to resolve the above problem,
we need to reduce the number of broadcast message
and generic transfer architecture to support multi-
segment network architecture. Fortunately, with the
development of peer-to-peer overlay network
architecture multi-segment issue can be resolved easily.
In peer-to-peer network, messages can be relayed by
intermediate peers and do not consider underlying
network segment. Therefore, we take the advantage of
the peer-to-peer overlay network architecture, we
propose an implementation for UPnP operations over
peer-to-peer  overlay network.  Through the
implementation, the number of broadcast message will
be reduced and message can be delivered without
considering the underlying multi-segment architecture.

On the other hand, when home user use their own
mobile device, for example, PDA or mobile phone, to
control home appliances within home network and
move outside home network, home user will not
control home device directly. Because UPnP do not
work well between in-home and outside-home.
Although we can deploy a home gateway to solve such
kind of scenario, this will increase more complicate
configuration and cost. Therefore, our work proposed
in this paper can meet the demand of flexible home
usage also.

The rest of this paper is organized as followings.
Section 2 will reveal UPnP and peer-to-peer overlay
network concept, and related research on home
network. Section 3 describes the design of UPnP
operations over peer-to-peer overlay network. Section
4 describes the system architecture of the proposed
implementation. Finally, we give a brief conclusion of
our work in section 5.



2. Related work

UPnP[1] is the most popular implementation to
realize home network and it can enable data
communication between home devices via a set of
UPnP commands. The major operations including
service discovery, service advertisement service
acquiring and service control and these operations are
transmitted over HTTP protocol. UPnP comprise
several standards such as Simple Device Discovery
Protocol, Simple Object Access Protocol and General
Notification Architecture to perform service discovery,
service description acquiring and service control and
notification. Two kinds of roles are defined in UPnP.
One is UPnP Control Point and the other is UPnP
Device. UPnP Control Point is the device that can
issue manipulation command to ask UPnP device to
perform some actions. And UPnP Device is to provide
the available services for UPnP Control Point. Figure n
is the general representation between UPnP Control
Point and UPnP Device.

Peer-to-peer network is a popular virtual network
architecture in recent year. It can provide resource
sharing in a distributed way. It resides on underlying
network architecture and is a distributed architecture
without central server involving. The first peer-to-peer
network is Napster[4]. It deploy a central server as an
index server, each peer can find the location of interest
data items from the index server and contact the
corresponding peer directly. With the development of
peer-to-peer network, two peer-to-peer network
architectures are appeared. One is Unstructure peer-to-
peer network and the other is Structure peer-to-peer
network. Gnutella[3] is such kind of Unstructure peer-
to-peer network. Peers are connected in a distributed
way and do not need to know overall topology. It uses
flooding as the mechanism to send query to find the
related information. In Structure peer-to-peer network,
it assign key to the data and compute a value for the
key. The (key, value) pair is used for retrieving and
locating the data item on a peer. CAN[5], Chord[6],
Pastry[7] and Tapestry[8] are the famous Structure
peer-to-peer network system. Unlike flooding in
Unstructure peer-to-peer network, Structure peer-to-
peer network routing can be bounded in O(logN) hops.

3. UPnP operations over P2P

In this section, we reveal the design of the UPnP
message transmission over peer-to-peer overlay
network. The following sub-sections describe P2P-
based UPnP  device/service  discovery  and

advertisement, UPnP service description acquiring,
UPnP service control and event.

3.1. Generic message middleware

When UPnP device join the home network, the
UPnP device perform the join operation of peer-to-
peer overlay network and establish the neighbor list of
the UPnP devices. And then UPnP message could be
sent over peer-to-peer overlay network. Originally, the
UPnP message delivery will be sent via network
interface directly. The solution of our propose method
is to deliver UPnP message via peer-to-peer overlay
network which do not need to consider the underlying
network architecture. Figure 1 show the message flow
over peer-to-peer network. When UPnP device send an
UPnP message, the message will be transferred to
peer-to-peer middleware which look up the address of
destination device. If the middleware could not decide
the destination address, the message will be sent to
proper intermediate device to look up destination
device via peer-to-peer routing mechanism and
network transmission layer in advance. Therefore, the
next device or destination device will be decided by
the peer-to-peer middleware.

Source UPnP Device Intermediate UPnP Device Destination UPnP Device

UPnP Device

‘ UPnP Device ‘ ‘ UPnP Device ‘

‘ UPNP Middleware ‘ UPNP Middleware UPnP Middleware
Peer-to-Peer Middleware Peer-to-Peer Middleware Peer-to-Peer Middleware|
h{elwork Transmission Lay%r r\{etwork Transmission Layer etwork Transmission Laygr

Figure 1. UPnP message over P2P network

In order to avoid duplicate message received by
nodes, each received message will be recorded in a
receiving pool as a record by hash function. When
message is received, the device calculates the hash
value of the message and checks the hash value with
receiving pool. If hash value is in the pool, the
message will be dropped. Otherwise, the message will
be processed. Figure 2 shows the overall processing
flow chart with respect service
discovery/advertisement, service description acquiring
and service control.
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1 Receiving message

Generating hash
value of the
message

I

Lookup receiving
pool

Ignore the YES
message

Service description acquiring
or service control

Service
discovery/advertisement Check message

type

Generating relay list = YES i
neighborhood list — Is destination
message sending peer peer?

Forward the message
to next peer with p2p

Process the message

Reply the message to with corresponding

relay list actions routing mechanism
Figure 2. Overall processing flowchart of UPnP
message

3.2. Service discovery and advertisement

Device/service discovery and advertisement are the
most important operation in UPnP. When UPnP device
join or leave the home network, discovery and
advertisement message is used to guarantee the
availability of the devices. The discovery and
advertisement mechanism comprise two kind of
message including MSEARCH and NOTIFY.

MSEARC

-
Source MSEARE - /&éiARCH
node a””  MSEARCH -
¥, €=
MSEARCH
MSEARC

Figure 3. MSEARCH message over P2P network

If the device wants to know other devices,
MSEARCH message will be sent. When MSEARCH
message is sent, the message will be relayed to every
node of the peer-to-peer overlay network. When a
node receives the MSEARCH message, the node
responses a reply message to the original node with its
device identifier. Figure 3 shows the MSEARCH
message over peer-to-peer network. Bold line is the
MSEARCH message and dash line is the response
message with respect to the MSEARCH message.
From the figure, we can observe that intermediate node
might receive several duplicate messages. As we
described in section 3.1, first comes message will be
processed and later duplicate message will be dropped.
In addition, in order to avoid too many response
messages on the same path, intermediate node will
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collect all response messages and package into one
response message to the original sending node.

When UPnP device notify the awareness of the
device actively, the NOTIFY message will be sent.
When NOTIFY message is sent, the peer-to-peer
middleware perform the join action to participate the
device into peer-to-peer overlay network and
intermediate node will relay NOTIFY message to its
neighbors. Figure 4 shows the NOTIFY message over
peer-to-peer network.

NOTIFY.
Pl s

node

Figure 4. NOTIFY message over P2P network
3.3. Service description acquiring and control

When peer has device identifier and related
information, the peer can issue service acquiring
message to get the service description over peer-to-
peer overlay network. And then acquired node will
reply the service description to the acquiring peer. The
acquiring node will cache the service description in the
available service pool for future usage. On the other
hand, Service description acquiring is an end-to-end
action, but devices are located in different network
segment. Therefore, service description acquiring is
still transmitted alone with peer-to-peer overlay
topology. Figure 5 shows the service acquiring
message over peer-to-peer network. Service control
action is similar with service description acquiring
operation which is an end-to-end action also.
Therefore, when a node receives the service control
command, the node will work according to the
received service control command. Figure 6 shows the
service control message over peer-to-peer network.

Figure 5. Service acquiring message over P2P network
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Control msg.
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Figure 6. Control message over P2P network

4. System architecture

In this section, we propose the design of the system
architecture. First we will reveal the design of the
protocol stack to realize the UPnP message over peer-
to-peer network. And then the system software
architecture which comprises several computing blocks
or procedures will be showed.

4.1. Protocol stack

In order to make less modification on existing
protocol stack, we insert an add-on peer-to-peer
network middleware between UPnP middleware
implementation and underlying TCP/IP protocol stack.
The overall protocol stack is showed in Figure 7. The
overall protocol stack comprising four portions
including wuser/vendor customization part, UPnP
middleware, peer-to-peer network middleware and
underlying TCP/IP stack.

User/vendor customization : Application developer
can design their application with respect their scenario ,
idea or, usage. And they do not concern the detail of
the underlying complex middleware or stack.

UPnP middleware : This is the traditional part of
UPnP implementation including all functionalities of
UPnP operations and messages.

Peer-to-peer network middleware : This portion is
the basic transmission platform. This middleware will
perform node joining, node leaving and topology
maintenance. In addition, the peer-to-peer middleware
will transmit the UPnP messages to destination node or
route the message intermediate node also.

TCP/IP protocol stack : This is the actual network
transmission layer. The destination node will be
resolved by the peer-to-peer middleware and pass the
destination node to the TCP/IP layer to perform actual
packet transportation.

User/ Vendor

UPnP-enable Device Implementation i
customization

SSDP I GENA SSDP I

HTTPMU HTTPU
(Discovery) (Discovery)

SOAP
(Control)
—
HTTP
(Description)
—

UPnP middleware
implementation

Peer-to-Peer Middleware network middleware

UDP | TCP
Native TCP/IP
protocol stack

IP

}
}
}

Figure 7. Protocol stack illustration
4.2. Software architecture

The protocol stack in previous section reveals the
protocol architecture for realizing the home network
scenario. In this section, we describe the software
architecture for UPnP operations over peer-to-peer
network. All messages are received and sent by the
underlying network interface. The received packet will
passed to message processor which perform message
parsing and check whether the message is duplicate or
not. Then the message will be passed to peer-to-peer
lookup middleware to decide the packet will be relayed
or be processing by the UPnP command dispatcher.
The UPnP message dispatcher performs the major
processing of the UPnP command and responsible for
the corresponding actions. If the command is service
advertisement, service discovery and service acquiring,
the resolving result will be stored in the service pool.
In addition, peer-to-peer lookup middleware will be
responsible for peer-to-peer topology management,
and peer join/leave processing. Figure 8 shows the
proposed software architecture.

User Interface

UPnP command 4—»@ Service pool

dispatcher
Neighborhood

information

Receiving pool

g

Message
parser/builder

P2P lookup
middleware

Network Interface

Figure 8. The middleware software architecture
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5. Conclusion

In this paper, we propose a middleware
implementation for home network to extend the UPnP
operations which is originally restricted by broadcast
message. Based on the proposed middleware, the
broadcast message can be transmitted cross different
network segment and do not need to modify the
underlying network devices. And based on the
message transmission over peer-to-peer network, the
number of broadcast message can be reduced and
make the network usage efficient. In the future, in
order to make service usage more efficient, automatic
and intelligent service cooperation is an important
issue. On the other hand, because our proposed
middleware is based on peer-to-peer overlay network,
there exists security issue including DoS attack
between these peers. Therefore, a better security
mechanism will be the most important task in the
future.
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